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Figure 1: Hardware setup of the user wearing Magic Leap One AR headset and EEG sensor (a), the AccuTemp blood temperature
sensor on the left forearm (b), varying thermal perception with holograms to induce warm sensations (c) and cooling sensations (d).

ABSTRACT

Dialectical behavior therapy (DBT) is an evidence-based psychother-
apy that helps patients learn skills to regulate emotions as a central
strategy to improve life functioning. However, DBT skills require
a long-term and consistent commitment, typically to group therapy
over the course of months. Patients who might benefit may find this
approach undesirable; it can be challenging to transfer learning from
therapy sessions to daily life, and there is no way to personalize skills
learning based on individualized needs. In this paper we propose the
use of Augmented Reality (AR) and digital biomarkers to enhance
DBT skill exercises to be more immersive and personalized by using
physiological data as real-time feedback. To explore the feasibility
of AR-based DBT skill implementation, we developed AR-based
DBT skill exercises that manipulate the user’s thermal perception
by visualizing different thermal information in holograms. We con-
ducted a user study to evaluate the impact of AR in changing the
thermal perception and emotional states of the user with an analysis
of physiological data collected from wearable devices.
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1 INTRODUCTION

Dialectical behavior therapy (DBT) is a type of cognitive behav-
ioral therapy developed to treat complex behaviors associated with
emotion dysregulation [7]. DBT is focused on enabling patients to
acquire new skills to improve life functioning by learning to regulate
emotions effectively. In its conventional form, DBT is a 1-year
treatment during which the patients acquire and generalize four sets
of skills: distress tolerance, mindfulness, emotion regulation, and
interpersonal effectiveness [11]. However, the long-term and con-
sistent commitment required in DBT can often be challenging for
therapists and patients. Some patients cannot regularly complete the
given assignments by transferring their learning from the therapy
sessions to their daily life. Furthermore, DBT is based on the indi-
vidual patient’s needs. Therefore, the DBT skill exercises need to be
personalized for each patient based on their learning progress and
changes in emotional states.

Augmented Reality (AR) and digital biomarkers have the poten-
tial to address those challenges by enhancing DBT skill exercises
to be more effective and personalized for patients. Digital biomark-
ers are aggregate metrics from wearable devices that can collect
various types of physiological data from patients. These metrics
can be calculated in real-time, and such real-time feedback can be
used for evaluating and monitoring the changes in users’ emotional
states to allow the AR system to personalize skills based on their
needs. Hence, we propose the first use of AR and digital biomarkers
for DBT through a pilot study investigating the manipulation and
monitoring of thermal perception and emotional arousal.



We developed an AR app for an adaptation of the emotional
regulation skills, which are the DBT skills that can be practiced by
patients to help them regulate their emotional states. Our AR app
manipulates the thermal perception of the user by showing different
levels of thermal information in holograms. We conduct a user
study to investigate 1) the impact of varying thermal information
in AR on user’s thermal perception and emotional response, and
2) the changes in digital biomarkers using various physiological
data including heart rate variability (HRV), electroencephalogram
(EEG), electrocardiogram (ECG), electrodermal activity (EDA), and
forearm core blood temperature.

2 RELATED WORK

AR and Virtual Reality have the potential to enhance mental health
training to be more immersive and interactive for patients. Prior
studies have shown that exposure to an augmented environment (e.g.,
displaying animal holograms for patients with animal phobia [16] or
providing guided meditation to patients for emotion regulation [14])
helps the patients embrace certain types of phobias and reduce nega-
tive emotions such as anxiety and depression. Similarly, exposure
to a virtual environment (e.g., reconstruction of war experiences for
post-traumatic stress disorder patients [12], calming environment
involving the nature for DBT mindfulness training [6]) helps the
patients reduce the level of stress or increase the positive emotions.

Additionally, the use of digital biomarkers has the potential in
evaluating patients’ emotional responses using quantifiable physio-
logical data. Prior studies show that we can relate physiological data
such as HRV, EEG, and EDA to users’ emotional responses (e.g.,
stress or relaxation levels) [9]. From the analysis of the brain waves
of gamma, beta, and alpha activities from the EEG data, a reduction
in negative moods was found after the AR-based meditation [14].
Similarly, the decreases in both HRV and skin conductance response
analyzed from the EDA data correlated with the decrease in self-
reported stress levels (e.g., an increase in relaxation was seen after
the AR-based meditation exercises [9]). Digital biomarkers pro-
vide crucial feedback about users’ emotional responses in real-time
that enhance the DBT skill exercises to be more personalized for
individuals.

The use of AR in manipulating users’ thermal perception by
displaying thermal information in holograms has been demonstrated
by prior studies. Different types of thermal stimuli (e.g., virtual
flames and icy fogs [5], flames in red and blue colors [4]) have been
used to invoke warming or cooling sensations. Though prior studies
have demonstrated that thermal stimuli are effective in manipulating
the thermal perception of the user, the implementation of the AR app
with thermal stimuli into clinical applications (e.g., helping patients
control and reduce pain) still remains as future work.

3 PILOT STUDY DESIGN

We created an AR app using a Magic Leap One AR headset and
Unity 2020.3.14fl. The app consists of two main stimuli: thermal
stimuli for visualizing different thermal information and emotional
stimuli for visualizing pictures that represent different emotional
states as holograms. For collecting physiological data, we used four
wearable devices: 1) the Bittium Faros 180, an FDA-approved 3-lead
wearable ECG device, 2) an Empatica E4 wristband for collecting
HRV and EDA, 3) the OpenBCI Cyton, a 16-channel EEG device
with around-the-ear electrodes, and 4) a ThermaSENSE AccuTemp
wearable blood temperature sensor. In addition to the physiological
data, we collected eye gaze data including gaze fixation and pupil
diameter using the Magic Leap One AR headset.

3.1 AR Application
3.1.1 Thermal Stimuli
To manipulate the thermal perception of the user, we show holograms
that convey different thermal information to be overlaid on the object

Table 1: Classification of emotion labels associated with valence and
arousal ratings [13].

Quadrant Valence Arousal Emotion Labels

LVHA Low High Angry, Distressed, Tense
LVLA Low Low Sad, Depressed, Tired
HVHA High High Excited, Happy, Aroused
HVLA High Low Relaxed, Satisfied, Calm

Figure 2: Selection of pictures in emotion classification model (a) and
display of these pictures in holograms using Magic Leap One headset
for emotional stimuli (b).

placed on the user’s left hand. We used a metal cube with a printed
image marker attached to the top surface of the cube for overlaying a
hologram through Vuforia marker detection. Two different levels of
thermal information were displayed in holograms. The hologram for
the warm temperature was displayed as a burning coal texture with
an animation of fire particles emanating from the cube, as shown in
Fig. 1c. The hologram for the cold temperature was displayed as an
ice texture and an animation of snowflakes emanating from the cube,
as shown in Fig. 1d.

3.1.2 Emotional Stimuli

To induce the emotional states of the user, we display pictures that
convey different levels of arousal and valence as holograms. Valence
is a level of pleasantness that a stimulus generates, ranging from
unhappy (i.e., low rating) to happy (i.e., high rating) [15]. Arousal
is a level of autonomic activation that a stimulus generates, ranging
from calm (i.e., low rating) to excited (i.e., high rating) [15]. Based
on the ratings of valence and arousal, emotions can be categorized
into four quadrants in the emotion classification model (shown in
Fig. 2a) [13]. Table 1 shows the list of emotional labels associated
with each quadrant.

We use pictures from the OASIS database [10] that provide nor-
mative arousal and valence ratings. Using this database, we create
two sets of images, shown in Fig. 2b, as emotional stimuli to induce
emotional changes after the thermal perception experiment. The first
set comprises two images with one low valence and high arousal
image (i.e., a burning fire) and one high valence and low arousal
image (i.e., a frozen view with ice particles). These two images are
in opposite quadrants in the emotion classification model (shown in
Fig. 2a). Alternatively, the second set comprises two images with
similar levels of valence and arousal ratings, but the images convey
different thermal perception to the user (i.e., a summer beach vs. a
winter lake). These two images are in the same quadrant in the emo-
tion classification model. We display each image set as holograms,
allowing participants to observe and record their emotional states
with valence and arousal ratings on the questionnaire.

3.2 Digital Biomarkers

The four wearable devices used for collecting various types of phys-
iological data in this user study are shown in Fig. 3.



Figure 3: Overall experimental setup including four wearable devices
and Magic Leap One AR headset.

3.2.1 EDA Signal Processing

During the experiments, the users wore the Empatica E4 wristband
on their right forearms (shown in Fig. 3). The forearm was put at
the height of the user’s heart. We used the timestamps to select the
signals for each experimental step for data processing. From the
data collection, we can quantify features that are associated with the
level of arousals such as peaks, amplitude, rise time, and recovery
time from the EDA data. [2].

3.2.2 ECG Signal Processing

The preprocessing of the ECG data includes signal filtering, peak
detection, and metric calculation. The processed data can quantify
the heart rate and HRV by calculating the peak-to-peak intervals of
the signal. The HRV measurements can induce the level of relaxation
(e.g., significant fluctuations in HRV indicates a more relaxed state
of the user [1]).

3.2.3 EEG Signal Processing

The EEG data collected during the experiments can quantify the
measurements for alpha, beta, and gamma activities. The signals of
these activities are related to the level of stress [8] by calculating the
alpha/beta ratio that is negatively correlated with the level of stress.
The open-source software from OpenBCI provides the analysis of
the recorded data from the 16-channel EEG device.

3.2.4 Core Blood Temperature Sensing

The AccuTemp blood temperature sensor, created by ThermaSENSE,
worn on the user’s forearm (shown in Fig. 3) can directly measure
the internal blood temperature response. By using this unique non-
invasive sensor instead of a skin temperature sensor, we can more
directly quantify the forearm’s core blood temperature which can
provide information about the user’s thermal perception. We hy-
pothesize that the thermal perception of the user induces vasomotor
changes in the left forearm which causes localized changes in blood
flow and blood temperature. Therefore, changes in the internal blood
temperature of the forearm can be affected by the user’s thermal
perception.

3.3 Experimental Steps

Prior to the trials, the participant put on all wearable devices. The
EDA sensor was worn on the right forearm, and the AccuTemp
sensor was worn on the left forearm. The two electrodes of the ECG
sensor were attached to the right clavicle near the right shoulder and
below the pectoral muscles’ lower edge of the left rib cage (shown in
Fig. 3). The microcontroller of the EEG sensor was attached to the
back of the participant’s neck and two EEG electrodes were attached
to the participant’s ears. We started the calibration for 15 minutes to
establish the baseline for data collection. Finally, the participant put
on the Magic Leap One.

Figure 4: Changes in the core (i.e., internal) blood temperature of one
of the user’s left forearm.

The participant performed four trials during the study. Each
trial consists of 5 minutes for interacting with cubes in different
temperature-perceived environments, and 5 minutes each for observ-
ing the image sets to stimulate emotions. We created a different
thermal perception of the environment by varying the temperature
level of the cube and the thermal information of the hologram for
each trial. We designed two trials for matching thermal perception
between the temperature of the cube and the thermal information
of the hologram, and the other two trials for unmatching thermal
perception. Four trials were 1) cold cube and ice hologram, 2) warm
cube and burning coal hologram, 3) cube at room temperature and
ice hologram, and 4) cube at room temperature and burning coal
hologram. On the other hand, we used the same two image sets for
emotional stimuli for all trials. We recorded the timestamps after
each trial for the analysis of the digital biomarker data.

3.4 Survey Questionnaire

In the pre-experiment survey, participants were asked to record
self-reported emotional states using the self-assessment manikin
(SAM), a clinically validated survey designed for the evaluation of
emotions [3]. In the post-experiment survey, participants were asked
to record self-reported emotional states and invoked emotions from
the image sets using SAM. These self-reported emotional states
can be compared to the analysis of digital biomarker data that can
quantify the changes in users’ emotional states.

4 PRELIMINARY RESULTS

We recruited 6 participants to perform all four trials of AR-based
DBT skill exercises while wearing wearable devices. One participant
uses the AR headset frequently (i.e., more than once a week); The
other five participants have never used it before. This study was
approved by the Duke University IRB. In this section, we present
the analysis of changes in users’ thermal perception and emotional
states by processing the data from the AccuTemp blood temperature
sensor and survey responses.

4.1 Changes in Forearm Core Blood Temperature

We analyzed the changes in the core blood temperature of the user’s
left forearm during the trials. Fig. 4 shows the change in the core
blood temperature from one of the participants in the study over
time. We observed that the core blood temperature of the user’s
left forearm changed without varying the temperature of the cube.
During trials 1 and 2, the core blood temperature changed based on
the temperature of the cube placed on the left hand (e.g., the cold
cube induced a decrease in temperature due to vasoconstriction, and
the warm cube induced an increase in temperature due to vasodila-
tion). However, the core blood temperature of the user still changed
when the temperature of the cube was consistent at room tempera-
ture. We believe that the changes in the core blood temperature are
in response to the perceived temperature of the cube. The results
indicate that the thermal perception created by visualizing ice and
burning coal holograms affected vasomotor function and induced
changes in the core blood temperature of the user’s left forearm.



Figure 5: Changes in valence and arousal ratings after each trial.

4.2 Changes in Emotional States
We explored the changes in the emotional states of the user by
calculating the difference between the self-reported valence and
arousal ratings before and after trials, shown in Fig. 5. We observed
that when the temperature of the cube was at room temperature, the
use of the burning coal hologram (i.e., trial 4) resulted in a shift
towards the HVLA quadrant (i.e., decrease in valence and increase
in arousal), while the use of the ice hologram (i.e., trial 3) resulted
in a shift towards the HVHA quadrant (i.e., increase in valence
and increase in arousal) in the emotion classification model. This
indicates that the use of the ice hologram induced emotions such as
happiness or pleasantness, while the burning coal hologram induced
emotions such as anger or annoyance (Table 1). We hypothesize that
this is due to the changes in the user’s thermal perception induced by
the visualization of different thermal information in holograms. The
overlay of the ice hologram on the cube potentially illuded the users
to feel the cold temperature which induced them to feel happy and
pleasant. This shows that the manipulation of thermal perception
through AR has the potential to enhance such DBT skill exercises
that are used to help users reduce high emotional states.

5 DISCUSSION AND FUTURE WORK

In this study we displayed holograms of cubes with burning coal
and ice textures to manipulate the user’s thermal awareness and
perception of the environment. However, the current visualization of
holograms is overlaid only on the cube (i.e., a 2cm by 2cm by 2cm
dimension), and the hologram animations (i.e., fire and snowflake
particles emanating from the texture) were too subtle for users to
notice. We plan to improve the visualization by expanding the holo-
gram animations (e.g., snow falling from the sky and accumulating
on the floor) and adding more holograms to the surrounding areas
(e.g., snow surface on the hand or the table) for a more realistic and
immersive environment.

Moreover, we currently analyzed the physiological data collected
from the wearable devices after the experiment. However, using the
physiological data as real-time feedback to AR can further enhance
the AR-based DBT skill exercises to be personalized based on the
users’ needs during their everyday lives. In our future work, we plan
to develop a wireless communication pipeline for our AR system to
use physiological data as real-time feedback. We will evaluate this
intervention by digital biomarkers in AR by conducting a long-term
user study of the daily uses of AR-based DBT skills.

6 CONCLUSION

This paper presents the first use of AR and digital biomarkers for
enhancing DBT skill exercises. We conducted a user study to inves-
tigate the impact of AR visualization on the thermal perception and
emotional responses of the users. Our results show that the manipu-
lation of the user’s thermal awareness and perception by displaying
different levels of thermal information in holograms has impacts on
the changes in the user’s vasomotor function and emotional states.

We will further analyze the relationship between the physiological
data and the emotional response of the users and evaluate the clinical
use of AR-based DBT skill exercises in DBT therapy sessions.
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López, M. Ortega, and D. B. Brotons. The therapeutic lamp: Treating
small-animal phobias. IEEE Computer Graphics and Applications,
33(1):80–86, 2013.


	Introduction
	Related Work
	Pilot Study Design
	AR Application
	Thermal Stimuli
	Emotional Stimuli

	Digital Biomarkers
	EDA Signal Processing
	ECG Signal Processing
	EEG Signal Processing
	Core Blood Temperature Sensing

	Experimental Steps
	Survey Questionnaire

	Preliminary Results
	Changes in Forearm Core Blood Temperature
	Changes in Emotional States

	Discussion and Future Work
	Conclusion

