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Augmented reality (AR) platforms now support persistent, markerless experiences, in which virtual content appears in the

same place relative to the real world, across multiple devices and sessions. However, optimizing environments for these

experiences remains challenging; virtual content stability is determined by the performance of device pose tracking, which

depends on recognizable environment features, but environment texture can impair human perception of virtual content.

Low-contrast ‘invisible textures’ have recently been proposed as a solution, but may result in poor tracking performance

when combined with dynamic device motion. Here, we examine the use of invisible textures in detail, starting with the first

evaluation in a realistic AR scenario. We then consider scenarios with more dynamic device motion, and conduct extensive

game engine-based experiments to develop a method for optimizing invisible textures. For texture optimization in real

environments, we introduce MoMAR, the first system to analyze motion data from multiple AR users, which generates

guidance using situated visualizations. We show that MoMAR can be deployed while maintaining an average frame rate

> 59fps, for five different devices. We demonstrate the use of MoMAR in a realistic case study; our optimized environment

texture allowed users to complete a task significantly faster (p=0.003) than a complex texture.
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1 INTRODUCTION
In markerless augmented reality (AR), virtual content is spatially registered with the real world by tracking natural

environment features, i.e., the visual texture available in camera images of the real environment. Compared

to marker-based AR, which relies on a view of predefined fiducial or image markers, markerless AR provides

convenience and flexibility, and readily supports more mobile scenarios in which a user views many different

environment regions. Moreover, modern AR platforms now support persistent AR experiences, in which virtual

content appears at predefined locations across multiple devices and sessions, by anchoring it to a map of

these natural environment features. These developments hold great promise for a wide range of persistent AR

application scenarios, from factory and warehouse tasks to immersive museum exhibits.
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(a) (b) (c) (d)

Fig. 1. Fine, low-contrast environment textures (a) support good pose trackingwhile an AR device ismoved slowly, but (b) result
in poor performance with more challenging motions, due to e.g., motion blur. To guide environment texture optimization,
MoMAR aggregates data from multiple AR users to generate situated visualizations that highlight the environment regions
in view when users are (c) focused on virtual content, and (d) performing challenging device motions.

However, a key challenge in optimizing environments for AR is the conflicting requirements of machine and

human perception. Virtual content stability relative to the real world is a critical aspect of user experience in AR,

and in markerless AR this is dependent on device pose tracking, achieved through visual-inertial simultaneous

localization and mapping (VI-SLAM). More complex visual textures in an environment generally result in better

pose tracking performance [11, 32], and thereby more stable virtual content [52, 59]. On the other hand, complex

environment textures can negatively impact human perception in AR, by distracting users or affecting virtual

content visibility [57, 78]. Designers of spaces that host AR require guidance on how to optimize environment

textures to support good pose tracking performance without impairing human perception.

To address this, the authors of [58] proposed the use of what they term ‘invisible textures’ – textures that have

sufficient complexity to support good VI-SLAM performance, but low contrast to minimize their impact on human

perception. However, the evaluation of these textures focused primarily on pose tracking performance. The impact

of textures on human perception was assessed on the basis that less complex, low-contrast textures are likely to

be beneficial [20, 24, 57, 78], and subjective texture complexity scores were obtained from a non-AR scenario [13].

To obtain a more accurate and complete understanding of whether the proposed low-contrast invisible textures

benefit human perception compared to the complex environment textures generally recommended for virtual

content stability [42], they must be tested in realistic AR scenarios, on state-of-the-art AR devices.

Furthermore, there has been limited consideration of the extent to which environment textures (including

invisible textures), support content stability across different AR device movements. Different tasks and virtual
content naturally result in different motion patterns, which in turn place different requirements on environment
texture properties. For example, with a fine, low-contrast texture such as a rough concrete wall, many more visual

features are detected in tracking camera images while a user is slowly inspecting virtual content (Figure 1a) than

during more dynamic device motion, when camera images are corrupted by motion blur artifacts (Figure 1b).

It is vital that environment designers are able to determine which types of motion users perform while facing

different environment regions, and whether textures need to be adjusted accordingly. Ultimately, we require a

solution which guides fine-grained environment texture optimization, such that sufficient features are present

where needed, but extraneous texture does not impair human perception of virtual content.

The goals of this paper are twofold. Firstly, we wish to test the proposed invisible texture specification in a

realistic AR scenario. We accomplish this via a user study on an AR headset, with a table-top toy assembly task

that replicates a factory AR use case; in this setting one might adjust the textures on workbenches to support

optimal AR-assisted product assembly or quality assurance. Secondly, we wish to assess how well invisible
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textures support accurate pose tracking in more mobile scenarios. AR has promising applications in settings

where virtual content persists in specific environment regions, e.g., an immersive museum exhibit, or situated

patient notes in a hospital ward. However, these scenarios can introduce device motions that are challenging for

pose tracking, particularly in mobile AR (smartphones and tablets) [59]. We conduct extensive game engine-based

experiments to identify motions that result in poor tracking performance with invisible textures, and demonstrate

how this can be addressed by adjusting texture only in regions associated with those motions. We use these

insights to develop and evaluate MoMAR (MotionMapping for AR), the first system that analyzes motion data
from multiple AR users to provide environment texture optimization guidance. Our contributions are as follows:
• We show how employing a low-contrast ‘invisible’ environment texture can reduce the perceived workload

associated with an AR task, compared to a complex texture designed solely to minimize pose tracking error.

We conduct a between-subjects experiment with 32 participants (two groups of n=16), in which participants

complete an AR assembly task with the Microsoft HoloLens 2, in front of either a complex or an invisible

texture; workload reported on the effort scale of the NASA-TLX was significantly lower (p=0.034) with the invisible
texture than with the complex texture (Section 3).

• Through extensive game engine-based experiments (Section 4), we illustrate how comparable pose tracking

performance is achieved with invisible and complex environment textures, but reveal the performance gaps that

occur due to certain AR device movements. We identify two types of motion, stationary rotation view change
and focused orbital inspection, that result in high pose tracking error with invisible textures, and demonstrate

how adding texture patches in specific environment regions addresses this; for the SenseTime [32] A2 trajectory,

we reduce pose tracking error by 30% with texture patches covering <3% of the environment surface area.
• We develop MoMAR, a multiuser motion mapping system for AR, that associates device motion with environ-

ment regions in the camera view, aggregates these data across multiple AR sessions, and displays the results

using situated visualizations to inform environment texture optimization. We implement this system for iOS

devices running ARKit, characterize system latency for up to five concurrent AR sessions, and show that, for

five different devices with varying hardware and software configurations, an average frame rate of greater than
59fps can be maintained while running MoMAR in addition to a resource-intensive AR session (Section 5).

• We conduct a case study on the use of MoMAR in a realistic AR scenario, a multimedia museum exhibit

(Section 6). We perform a between-subjects experiment with 30 participants (two groups of n=15), in which

participants completed a visual search and inspection task in significantly less time with our optimized environment
texture than with a complex texture (p=0.003), with no significant difference in perceived virtual object stability.

The code required to implement MoMAR is publicly available at https://github.com/timscargill/MoMAR/.

2 RELATED WORK

Environment texture and VI-SLAM-based pose tracking. In modern markerless AR, feature-based VI-SLAM

(e.g., [11, 50]) is used to concurrently map the environment and track the 6DoF device pose. VI-SLAM performance

determines virtual content stability, a known issue in AR [52, 59]. Feature-based VI-SLAM extracts information

from input camera images using a pixel intensity-based corner detection algorithm (usually a derivative of

[55]), and relies on recognizable environment textures. Performance is poorer in low-texture environments

[11, 32, 57, 58], while increased texture complexity along with sufficient contrast is associated with better

performance [57, 58]. Previous work has shown how camera image artifacts arising from device motion, e.g., blur,

negatively impact performance [41, 45, 57], and that the impact of texture is greatest in the presence of more

dynamic device motion [57]. However, to the best of our knowledge, there is no work on defining challenging

motions or associating environment regions in the camera view with device motion properties. We tackle this here,

to inform designers of the texture required in specific environment regions to achieve good tracking performance.
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Environment texture and human perception. How humans perceive and interact with objects in an en-

vironment (including AR users and virtual objects) is impacted by environment textures, due to the nature of

human visual attention and perception. The Feature Integration Theory [68] and computational models based

on this theory, e.g, [31], describe how elementary features such as contrast, color, shape, and movement are

processed in a pre-attentive stage, followed by the serial application of focused attention to different salient

regions in order to perceive different objects. Thus, the presence of visual features like texture or images in a

user’s real environment may direct attention away from virtual content, distracting users and degrading task

efficiency. This was demonstrated for fully real environments in [20] and fully virtual environments in [57].

In AR scenarios where users have to locate virtual content in a real environment, identifying objects in visual

search tasks can take longer in the presence of complex backgrounds [73] or low contrast between object and

the surround [47], while the perception of a virtual object is affected by surrounding stimuli (e.g., a background

environment texture) due to effects known as surround suppression and enhancement [12, 18, 60, 74]. Finally,

environment textures have been shown to affect the perceived spaciousness of an environment [70], and texture

properties have been associated with different emotional responses and cognitive attributes [28, 39, 76].

Environment texture and perception of virtual content in AR. The perception of virtual content by an

AR user is impacted by environment textures due to the properties of human perception as described above.

On AR headsets with optical see-through displays (e.g., the Microsoft HoloLens 2), background textures also

affect visibility due to virtual content transparency. Multiple studies have shown that textured real environments

degrade virtual text legibility [15, 23–25, 27], while the results in [78] indicate that greater background contrast

results in greater perceived transparency. We contribute to this body of work with the first study on the effect of

environment texture on an assembly task in AR. To address the negative impact texture can have on the perception

of virtual content, the authors of [58] proposed the use of low contrast ‘invisible’ textures in environments hosting

AR. This idea of extracting visual features from apparently homogeneous or random textures such as concrete

or carpet is related to another work on localization using ground textures [77]. We are the first to evaluate the

proposed invisible textures in a real AR setting and examine the effects of device motion on their efficacy.

Mapping human and mobile device motion properties. SLAM and other mapping technologies (e.g., LiDAR)

generate an environment map that reflects where a device has moved, but these maps do not directly capture

device motion properties in different environment regions. A recent study provides a solution for annotating the

trajectories of unmanned aerial vehicles with environment images and motion data [33], but does not associate

motion data with an environment map. Spatial heatmaps are widely used to overlay intensity data of human

presence and eye gaze onto maps or images of an environment [2, 36, 65], but generally do not explicitly provide

data on motion properties. Our work is related to maps of traffic speed generated from floating car data [38],

which highlight where action needs to be taken. However, our approach is distinct in that we map the motion of

device sensors (tracking cameras) with the end goal of improving the quality of data captured by those sensors.

Situated visualization in AR. To connect our motion map data with the real environment, we employ situated

visualization [43, 71, 72], a concept of presenting data in the physical environment they refer to – a recent review

can be found in [8]. Situated visualizations can be implemented through either AR [21], or ambient displays

[9]; here we use AR-based situated visualization as it provides the spatial resolution we require for our map

data, and is a convenient interface for designers already working with AR. Our work is similar to those that

display AR device trajectory data in AR [10, 56]. However, unlike [10], our solution identifies the environment

regions viewed by users, and unlike [56], it captures the motion of multiple users instead of a single administrator

trajectory, which may not be representative of a diverse set of users. Examples of situated visualizations that

overlay data onto environment surfaces using a heatmap include [35] and [14].
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3 EVALUATION OF AN INVISIBLE TEXTURE IN A REALISTIC AR SCENARIO
First, we conduct an in-person study to evaluate whether employing an invisible texture is beneficial in a realistic

AR scenario, compared to a complex texture chosen solely for high-quality pose tracking. We start with the

motivation for our study (Section 3.1), and detail the AR assembly task we develop for the study (Section 3.2). We

then present our study design (Section 3.3), results (Section 3.4) and discussion (Section 3.5).

3.1 Study overview
We wish to evaluate the invisible texture specification proposed in [58] in a realistic AR scenario. Additionally, we

wish to expand the range of tasks for which the effect of environment texture has been studied – the vast majority

of existing works focus on virtual text legibility [15, 23–25, 27]. To this end, we assess the impact of environment

texture on an AR assembly task [6, 16, 22, 25, 66, 75], in which virtual guidance aids in the construction of a real

object. We posit that even if a complex environment texture does not cause a user to make errors in an assembly

task, it may still result in greater workload and lower efficiency than an invisible texture — vital considerations

in the industrial or manufacturing scenarios in which AR assembly tasks will be performed.

3.2 AR assembly task
For our AR assembly task, we first defined the real objects which users would combine and created virtual

representations to use in each step of the assembly task guidance. To create these digital twins of our real

components, we chose objects that could be conveniently scanned with sufficient fidelity — large colored 3D

Duplo blocks, a common toy for young children. We defined a sequence of 17 steps in which 18 of these blocks

are combined to assemble a toy train. To scan the appearance of the train and the individual blocks used in each

step we used the Polycam app for iOS [48], performed post-processing in Blender [7], and saved them as .glb files.

To implement our virtual assembly guidance, we used Unity 2021.3.1.14f [69] and theMixed Reality Toolkit 2 [44]

to develop an AR application for the Microsoft HoloLens 2 headset. This application included both the virtual

assembly guidance itself and a mid-air user interface (UI) to control the application. The virtual assembly guidance

at each of the 17 steps consisted of a 3D model of the current appearance of the assembled toy train and a 3D

model of the next block to be added, along with a 2D arrow to indicate how to combine them. The UI consisted

of four square buttons arranged in a square (see Figures 2c and 2d), used to navigate backwards or forwards

in the guidance steps, rotate the virtual assembly guidance 180 degrees, or start the application. Additionally,

when the application first started, a virtual white sphere was aligned with the point where the forward vector

defined by the head pose intersected with a plane. When the start button was pressed on the UI, the guidance

was instantiated at this point, such that the virtual guidance would appear at a specific point on the tabletop.

3.3 Study design
To test our hypothesis on the effect of environment texture on our AR assembly task, we conducted an Institutional

Review Board (IRB)-approved user study. To avoid the learning effects associated with participants becoming

more familiar with the assembly task over repeated trials, we opted for a between-subjects experimental design,

in which participants performed the task on one of two tabletop textures. We chose to test one complex texture

which has been shown to support high-accuracy pose tracking [57], along with one low-contrast invisible texture

which meets the criteria specified in [58] for supporting good quality pose tracking but also having minimal

impact on human perception. These two textures are shown in Figure 2a.

Participants:We recruited 32 participants (11 female, 21 male; aged 19 to 29) from our personal and professional

networks. All participants had normal or corrected to normal eyesight. Participants were split into two groups of

16, with each group assigned to one of the two texture conditions.
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(a) (b) (c) (d)

Fig. 2. Implementation details for our study on the impact of environment texture on an AR assembly task: (a) The complex
and invisible environment textures tested; (b) The experiment setup for our study; (c) Example views through the AR headset
at the (top) start of and (bottom) during the task with the complex environment texture; (d) Example views through the AR
headset at the (top) start of and (bottom) during the task with the invisible environment texture.

Experiment setup and apparatus: The experiment setup is shown in Figure 2b. The study was performed under

controlled conditions in a lab environment with no windows, and a fixed level of overhead lighting (illuminance

in the study area was approximately 700 lux). The Microsoft HoloLens 2 was used as the AR headset. The chosen

textures were printed on 1.22m×0.60m matte paper, and placed on a 1.83m×0.60m table top (height = 0.72m).

Participants were seated next to the table and allowed to adjust the height of their chair such that they were

comfortable, while confirming that the virtual guidance appeared in front of the texture. Before the start of the

task, the real assembly blocks were placed in random positions on the left and right edges of the texture.

Task: After aligning their head pose with a predefined point in the middle of the texture, participants pressed the

start button on the UI to place the virtual assembly guidance at that position. They then navigated the assembly

guidance steps displayed on the AR headset using the UI buttons, and combined the real assembly blocks in the

configuration and order illustrated by the guidance. Examples of a participant’s view at the start of the task and

during the task are shown for the complex texture in Figure 2c, and for the invisible texture in Figure 2d.

Dependent variables and operationalization: We measured the workload experienced by the user using the

NASA-TLX [30] and the mean eye gaze fixation duration, and efficiency using the task duration and the total head

rotation during the task. While not part of our main hypothesis, we also recorded the number of mistakes in the

completed toy train model to capture task accuracy. Additionally, we evaluated virtual content stability through

the post-experiment questionnaire. Participants were asked to rate on a 5-point Likert scale how much they

agreed with the statement “The guidance was stable (not moving or jittering etc.)”, using the following responses:

1=Strongly disagree, 2=Disagree, 3=Neither agree nor disagree, 4=Agree, 5=Strongly agree.

Procedure: First, we introduced participants to the study and asked them to sign a consent form. Participants

were informed of the general purpose of the study (i.e., to evaluate their experience with the AR assembly app), but

not about the environment texture variable or the experiment hypothesis. Participants answered a pre-experiment

questionnaire via Qualtrics [51], then completed eye tracking calibration on the AR headset. After that, they

completed a training period to become familiar with the AR assembly task; in this training period the study

administrator provided task instructions, then the participant completed a short assembly task representative of

but distinct from the main assembly task (using the same type of real assembly blocks in a different configuration).

Once they were comfortable with the task, participants performed the main assembly task. Finally, participants

completed the NASA-TLX on paper, and a post-experiment questionnaire using Qualtrics.
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3.4 Study results
The results of our study for each of our dependent variables are detailed below. To test for statistical significance

without the assumption that the data is normally distributed we used the Mann-Whitney U Test.

Workload: The results for the NASA-TLX are shown in Figure 3. Reported workload on the effort scale was

significantly lower (p=0.034) with the invisible texture than with the complex texture, indicating that participants

had to work harder to achieve their level of performance with the complex texture. No significant differences

between the texture conditions were found for the other scales. No significant difference was found for fixation

duration (Table 1), but it was lower for the complex texture, which is associated with greater perceptual load [40].

Efficiency: The results for efficiency, measured using task duration and head rotation are shown in Table 1. No

significant differences were found between the two texture conditions for task efficiency.

Accuracy: A single mistake was made by one participant in each of the two texture condition groups; in one

case, the orange and red train bases were mixed up and in the other, a yellow and orange brick were mixed up.

As such we found no effect of environment texture on the accuracy of task completion for this assembly task.

Virtual object stability: We assigned numerical values from one to five to each point on our virtual object

stability post-experiment question, with higher values representing greater stability. The mean responses were

4 for the complex texture and 4.125 for the invisible texture. No significant difference was found between the

two texture conditions, indicating that a comparable level of pose tracking performance was achieved with the

invisible texture and the complex texture.

3.5 Discussion
Our results show that employing an invisible environment texture instead of a complex texture can significantly

reduce the workload associated with an AR assembly task, without compromising on other aspects of task

performance or user experience. In general, even in cases where differences between the textures were not

statistically significant, our results indicate benefits associated with an invisible texture. However, there were

two exceptions to this; physical workload (Figure 3) was slightly higher for the invisible texture, as was task

duration (Table 1). We discuss possible reasons for these results below.

For physical workload, one would not expect an invisible texture to be particularly beneficial in this scenario,

because of the small amount of user motion required to complete the task. Any challenges associated with

discerning instructions and objects are unlikely to result in greater movement. Our hypothesis is that this result

arises from small individual differences between subjects rather than any effect of texture. In Section 6, we

conduct a study with a task that requires greater user motion; for this task physical workload was greater for a

complex texture than an optimized invisible texture.

Me tal Physical Temporal Performa ce Effort Frustratio Overall

Workload type
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40
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*

Fig. 3. NASA-TLX scores for each texture condition in our AR
assembly task. Workload on the effort scale was significantly
lower for the invisible texture than the complex texture (p=0.034).

Table 1. Mean values for eye movement, task perfor-
mance, and head movement measures used to evaluate
workload and efficiency associated with our AR assem-
bly task, calculated for each texture condition (complex
and invisible). No significant differences were found for
these measures.

Measure Complex Invisible

Fixation duration (ms) 1.33 1.53

Task duration (s) 145 157

Head rotation (
◦
) 2411 2335
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For task duration, while again not statistically significant, the greater duration for the invisible texture is

contrary to what one might expect, that challenges associated with discerning instructions and objects in front of

a complex texture might delay users. One possibility is that the relatively straightforward nature of our task meant

that any delays introduced due to texture were small, and the discrepancy is again related to small differences

between subjects. Another possibility is that the color of the textures influenced participants; while we ensured

that the average luminance of the complex and invisible textures were the same, the complex texture was much

more colorful, and environment color has been shown to affect human productivity [1]. Future studies on this

type of scenario should consider more complex tasks and control for factors such as texture color (see Section 7).

4 OPTIMIZING ENVIRONMENT TEXTURE IN MOBILE USER SCENARIOS
We now evaluate the effect of environment texture on pose tracking performance in more mobile user scenarios.

Because virtual content stability errors are a more prevalent issue on smartphones and tablets that run monocular

VI-SLAM (with a single tracking camera) than on AR headsets [59], we perform our pose tracking evaluations with

this type of SLAM algorithm. First, we detail the setup for our experiments (Section 4.1). Next, we illustrate the

impact of texture in realistic environments (Section 4.2), then assess the performance gap between complex and

invisible textures (Section 4.3). Finally, we identify challenging device motions that result in worse performance

with invisible textures. We show how the targeted application of texture in specific environment regions helps to

address this, while maintaining the benefits of invisible textures for human visual perception (Section 4.4).

4.1 Pose tracking texture experiments setup
Method: To study the effect of texture under repeatable and controlled conditions, we leveraged the game engine-

based methodology from [57]. In this methodology, the ground truth trajectory data from existing VI-SLAM

datasets is used to generate new camera images in a virtual environment. These images, the visual data, are then

combined with the original inertial data from the dataset to create semi-synthetic input sequences. We executed

sequences using ORB-SLAM3 [11], a state-of-the-art, open-source SLAM algorithm, in monocular VI-SLAMmode

with default parameter settings, and performed 10 trials with each sequence configuration. We ran ORB-SLAM3

on a desktop PC (Intel i7-9700K CPU and an Nvidia GeForce RTX 2060 GPU), but used a virtual machine with 4

CPUs and 8GB RAM to replicate the computational resources available on a typical AR device.

Datasets: For our experiments we created custom virtual environments in Unity 2020.3.14f1, and generated new

sequences in them using trajectories from the SenseTime [32] and TUM VI [61] handheld device datasets. The

characteristics of these trajectories are shown in Table 2; we provide a measure of how challenging inertial data

are for each trajectory with the mean and maximum magnitude of the accelerometer and gyroscope readings –

Table 2. Characteristics of the device trajectories we used from existing SLAM datasets to evaluate pose tracking performance.
Higher accelerometer (Acc.) and gyroscope (Gyro.) magnitude values indicate more rapid motion and greater difficulty.

Acc. Magnitude Gyro. Magnitude
Dataset Trajectory Duration (s) Length (m) Mean Max Mean Max
SenseTime A1 120.47 35.90 9.79 11.29 0.31 1.48

SenseTime A2 76.01 24.83 9.77 11.83 0.27 1.24

SenseTime A3 46.09 7.05 9.73 12.12 0.31 1.23

SenseTime A4 98.85 30.67 9.79 11.86 0.30 1.07

SenseTime A5 77.09 16.24 9.79 15.47 0.97 2.61

SenseTime A6 72.89 11.45 9.73 12.33 0.22 1.13

SenseTime A7 79.40 15.40 9.73 13.40 0.25 1.26

TUM VI room5 142.32 131.64 10.03 16.93 1.53 5.10

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 121. Publication date: September 2024.



Environment Texture Optimization for Augmented Reality • 121:9

(a)

(b)
Fig. 4. The (a) complex and (b) invisible environment textures we tested in our game engine-based pose tracking experiments.
Characterization metrics for these textures are provided in Table 3.

higher values indicate more dynamic device motion. The SenseTime trajectories are designed to replicate motion

patterns in AR scenarios. In A1 and A2 the user walks around a room looking at different areas (described as

‘inspect and patrol’). A3-7 each involve a user inspecting two different environment regions, but differ in device

movement. In A4 and A7 surfaces are viewed from different angles but there is little device rotation. In A3 and

A6 the user moves in a circle while remaining focused on a central region, and A5 incorporates rapid waving and

shaking of the device. In TUM VI room5, the user walks around facing different environment regions, similar to

A1 and A2, but device motion is more dynamic and rapid than in any of the SenseTime trajectories.

Performance and texture metrics: To quantify pose tracking accuracy, we used relative pose error, a standard

measure of local trajectory consistency [34, 79]. This measure corresponds to the virtual content stability artifacts

that AR users may perceive as they move around an environment. Specifically, we captured the translational

(positional) component of relative pose error, on the basis that positional errors are more noticeable than

Table 3. Texture characterization metrics for our game engine-based pose tracking experiments: (a) metrics we used to
characterize texture images, and (b) values for each of the complex and invisible textures (Figure 4) we tested.

(a)

Metric Description

Brightness

Normalized mean

pixel intensity

Contrast

Root mean square

contrast

Entropy

Shannon entropy [63]

of pixel intensities

Edge Density

Edge pixel density

defined by Canny

edge detector [54]

(b)

Texture Brightness Contrast Entropy Edge Density

C1 0.49 0.23 7.79 0.31

C2 0.46 0.26 7.67 0.21

C3 0.46 0.20 7.68 0.31

C4 0.44 0.25 7.66 0.33

C5 0.43 0.28 7.93 0.31

I1 0.50 0.05 5.64 0.27

I2 0.50 0.05 5.78 0.37

I3 0.87 0.04 5.13 0.16

I4 0.52 0.05 5.64 0.36

I5 0.67 0.05 5.48 0.00
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(a) Factory: Blank (b) Factory: C1 (c) Factory: C2 (d) Factory: I1 (e) Factory: I2

(f) LivingRoom: Blank (g) LivingRoom: C3 (h) LivingRoom: C4 (i) LivingRoom: I3 (j) LivingRoom: I4

Fig. 5. The realistic environment settings (Environment: Texture) we tested in our game engine-based pose tracking experi-
ments (Section 4.2); images are screenshots of the virtual environments we created in the Unity game engine.

orientation errors, and calculated the median error across all trials, themedian RE. To quantify tracking robustness,
we calculated the mean percentage of input camera frames tracked over all trials. We tested five complex

environment textures (C1-5) and five invisible environment textures (I1-5) according to the definition proposed

in [58]; these textures are shown in Figure 4. To characterize environment textures we used four metrics, shown

in Table 3, which we calculated from the source image file of each texture using Python and OpenCV.

4.2 Impact of environment texture on pose tracking performance in realistic environments
First, we compared pose tracking performance with blank, complex, and invisible textures in two realistic environ-

ment settings: a factory representative of an AR assembly or repair scenario, and a living room representative of a

home entertainment or educational scenario. In the factory environment, we varied the tabletop texture and tested

a blank texture, our complex textures C1 and C2, and invisible textures I1 and I2. In the living room environment,

we varied the wall texture and tested a blank texture, our complex textures C3 and C4, and invisible textures I3

and I4. These environments are illustrated in Figure 5. We used four environment plus trajectory configurations:

the SenseTime A3, A5, and A6 trajectories in the factory environment, Factory_A3, Factory_A5, and Factory_A6,

and the more dynamic SenseTime A1 trajectory in the living room environment, LivingRoom_A1.

The results for our realistic environment experiments are shown in Figure 6. Each data point within a box plot

represents relative pose error for one trial, and the line plot represents robustness. The complex and invisible

textures consistently outperformed the blank surface, with median RE greater for the blank surface than the

textured surfaces for all configurations. This result illustrates how the texture of an environment surface is a critical
factor in achieving high-quality pose tracking, even for VI-SLAM algorithms that use inertial data, and even when
other textured objects are present in the environment. In general, the invisible textures (I1-5) resulted in comparable

performance to the complex textures (C1-5), substantiating the approach proposed in [58]. However, there was still

a performance gap between complex and invisible textures. In particular, for the Factory_A6 and LivingRoom_A1

configurations, median RE was greater for both of the invisible textures than either of the complex textures. This

apparent limitation of invisible textures in certain scenarios motivated our deeper examination of this issue.

4.3 Pose tracking performance gap between complex and invisible textures
We evaluated the performance gap between complex and invisible textures by applying each texture to the walls,

floor, and ceiling of an empty 6m×6m×6m virtual environment. We tested our five complex textures (C1-5) and

our five invisible textures (I1-5) pictured in Figure 4, with the eight diverse trajectories in Table 2.
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(b) Factory_A5
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(c) Factory_A6
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(d) LivingRoom_A1

Fig. 6. Results from our game engine-based experiments on the effect of environment texture on pose tracking performance
in realistic environments. The addition of either complex (C1-5) or invisible (I1-5) textures to blank regions such as table tops
or walls improves pose tracking performance; invisible textures provide comparable performance to complex textures, but
median RE (relative error) is consistently greater with invisible textures in some scenarios, e.g., Factory_A6, LivingRoom_A1.

The results of our experiments on the performance gap between complex and invisible textures are shown

in Figure 7 and Table 4. The values for each texture class – complex and invisible – for each trajectory are the

combination of results for the individual textures (5 textures × 10 trials for each texture class). The greatest

increases in median RE for invisible textures compared to complex textures were for the A2 and A6 trajectories.

For A2 median RE was 2.58cm for the complex textures but 4.42cm for the invisible textures, an increase of 71%.

For A6 median RE was 0.84cm for the complex textures and 2.08cm for the invisible textures, an increase of 148%.

We also observed drops in robustness when using invisible textures for room5 and A5, caused by the failure of

pose tracking to initialize during rapid device motion – as shown in Table 2, the room5 and A5 sequences contain

the greatest accelerometer and gyroscope readings. However, the persistent AR scenario we target requires

sufficient texture to localize with a previously created environment map (see Section 5.1), and this texture will

also provide sufficient texture for initialization. Therefore, we focus on the challenging device motions in the A2

and A6 trajectories that result in greater relative error, rather than those which result in lower robustness.

Importantly, the greatest increases in pose tracking error when using invisible textures instead of complex ones did
not occur with the most dynamic device motion; rather, they arose due to specific types of challenging motion. In
analyzing possible reasons for greater pose tracking error with A2, we note that this trajectory contains multiple

instances of the user stopping and turning to view a different area of the environment, during which the camera

position remains relatively constant — we term this type of motion stationary rotation view change. During the
A6 trajectory, the camera remains focused on an area of the floor, while the user walks around it to view it from

different angles — we refer to this type of challenging motion focused orbital inspection (this motion is also present

in A3, another trajectory for which we observed an increase in median RE for invisible textures).
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Fig. 7. The results of our game engine-based experiments on
pose tracking performance with complex and invisible environ-
ment textures. For some device trajectories, the use of invisible
instead of complex textures causes an increase in relative error
or a drop in robustness, which is problematic for environment
designers looking to employ invisible textures.

Table 4. The median RE and robustness values for the
complex and invisible (Inv.) textures we tested with each
trajectory; trajectories A2 and A6 resulted in the greatest
performance gap for median RE, while room5 resulted
in the greatest drop in robustness.

Median RE (cm) Robustness (%)

Complex Inv. Complex Inv.

A1 1.95 1.85 82.48 80.76

A2 2.58 4.42 82.27 74.85

A3 1.22 1.48 85.78 75.55

A4 0.62 0.68 82.44 82.07

A5 1.10 0.94 86.56 76.35

A6 0.84 2.08 79.75 81.15

A7 1.13 1.62 88.44 84.72

room5 2.22 2.48 94.85 55.53

4.4 Motion-informed environment texture optimization
We now describe the device motion metrics which enable us to isolate the stationary rotation view change
and focused orbital inspection motions within a trajectory, specify the conditions for each motion, and test the

hypothesis that we can improve pose tracking performance for invisible textures by adding targeted texture

patches to environment regions in the camera view during these motions.

4.4.1 Device motion metrics. We use three device motion metrics to identify specific types of device motion.

The first two are the rate of device position change, 𝑣𝑑 , and the rate of environment view change, 𝑣𝑒 . The
3D device position is obtained directly from the pose tracking output, and the environment view is obtained by

raycasting along the forward vector defined by the camera pose, and recording the 3D point at which that vector

first intersects with an environment trackable (e.g., a plane or mesh). To obtain the change in the device position

and environment view we calculate the 3D Euclidean distance between consecutive frames. Since we want to

capture device motion characteristics over a greater time period than a single frame, we window each signal

using a centered moving average. This smoothing function helps to eliminate spikes in device position due to

loop closures, and high-frequency components in the environment view caused by small or irregularly shaped

objects. For all experiments, we set the window length to 1s.

Our third device motion metric is accumulated device rotation, 𝜃𝑑 . This is the cumulative sum of device

rotation changes around one axis during a specified time period. Since device orientation in the world frame

obtained via pose tracking will likely contain errors during challenging device motions (because challenging

motions typically involve device rotation), we instead obtain device rotation in the body frame via the raw

gyroscope readings for an axis. We calculate the rotation change between consecutive frames from the gyroscope

readings, then perform a cumulative sum of these values to approximate device rotation magnitude.

4.4.2 Environment texture patches. Our motion-informed texture optimization approach aims to improve the

pose tracking performance of an invisible environment texture such as a rough concrete wall, by applying texture

patches to specific regions. This represents an accessible technique in which a designer adds texture to walls
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P1 P2 P3

P4 P5 P6

Fig. 8. The different texture patches we ap-
plied to invisible textures in the evaluation
of our motion-informed environment tex-
ture optimization method (Section 4.4).

Table 5. Characterization metrics for the texture patches (Figure 8) we
applied to invisible textures in our motion-informed environment texture
optimization experiments (Section 4.4). Condition P7 in our experiments
was one instance each of P3-6 (Section 4.4.3).

Texture Brightness Contrast Entropy Edge Density

P1 0.61 0.08 3.52 0.05

P2 0.52 0.36 5.32 0.03

P3 0.44 0.14 7.17 0.29

P4 0.55 0.29 7.63 0.37

P5 0.53 0.24 7.75 0.37

P6 0.49 0.23 7.76 0.33

using a poster, or to the floor using a mat. To evaluate the efficacy of this approach, we tested six different textures

(P1-6) for these patches, covering a range of Entropy (complexity) and Contrast values. These textures are
shown in Figure 8, and our characterization metrics for each are provided in Table 5. Testing a variety of textures

allows us to determine which types of textures are most effective in improving pose tracking performance,

thereby better informing practical environment texture optimization.

4.4.3 Challenging motion 1: Stationary rotation view change. This type of motion occurs when an AR user turns

(i.e., rotates around the vertical axis) to face a different environment region, such as a different wall, without

moving to a different position. To isolate this type of motion in a trajectory, we identify three conditions that

must be satisfied:

• The device must be relatively stationary, i.e., the rate of device position change 𝑣𝑑 must be below a

threshold 𝑣𝑡ℎ
𝑑
.

• The device must be being moved such that it faces a different environment region, i.e., the rate of
environment view change 𝑣𝑒 must be above a threshold 𝑣𝑡ℎ𝑒 .

• The motion must involve rotation of the device, i.e., the accumulated device rotation 𝜃𝑑 during the

period in which the above two conditions are satisfied must be above a threshold 𝜃 𝑡ℎ
𝑑
.

For all experiments in this paper, we set 𝑣𝑡ℎ
𝑑

= 0.4𝑚/𝑠 , 𝑣𝑡ℎ𝑒 = 0.4𝑚/𝑠 , and 𝜃 𝑡ℎ
𝑑

= 1𝑟𝑎𝑑 .

During this type of motion, the camera view covers a large area of the environment. However, when optimizing

the environment using additional texture, we wish to target the region in view around the midpoint of that

motion, where rotation speed and motion blur are typically greatest. For these experiments, we calculate the 3D

point on an environment surface that the camera is facing (by raycasting along the forward vector defined by the

camera pose) halfway through the duration of the motion. If this environment point is a 3D Euclidean distance

of at least 1m from any existing texture patches (from other instances of challenging motions), we then add a

1m×1m texture patch to the environment surface, centered at that point.

Because the drop in performance with stationary rotation view change was observed for all the invisible

textures we tested, we evaluate our set of texture patches, P1-6, with all of our invisible textures, I1-5. Applying

our motion-informed texture optimization method results in four texture patches being added to the environment,

and for P1-6, the same texture was applied to all four patches. We also tested an additional condition, P7, in

which one instance of textures P3, P4, P5, and P6 was applied to each patch, to evaluate whether texture patch

diversity provided any performance benefits.
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(a) A2 (with all invisible textures)
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(b) A6 (with invisible texture I4)

Fig. 9. Results of our motion-informed texture optimization experiments, for (a) the A2 trajectory containing the stationary
rotation view change motion, and (b) the A6 trajectory containing the focused orbital inspection motion. For A2 all texture
patch conditions (P1-7) resulted in lower median RE than invisible textures alone (I), while for A6 all texture patch conditions
(P1-6) except the low Entropy P1 texture resulted in lower median RE than invisible textures alone (I).

The results of our texture optimization experiments for the stationary rotation view change motion are shown

in Figure 9a. All the texture patch conditions we tested resulted in a reduction in median RE compared to invisible

environment textures alone, illustrating the efficacy of our motion-informed texture optimization. The texture

which achieved the best performance was P7; after using this texture for the four patches median RE was 3.11cm,

compared to 4.42cm with the invisible textures alone. As such, our texture optimization method reduced pose
tracking error by 30% using texture patches covering less 3% of the environment surface area. This result also indicates
that when using multiple texture patches, designers should use diverse textures for best performance.

4.4.4 Challenging motion 2: Focused orbital inspection. This type of motion occurs arises when a user remains

focused on the same area of virtual content on the floor (and hence remains focused on the same environment

region), but moves around it in a circular or elliptical path to view it from different directions. To isolate this type

of motion within a trajectory we identify two conditions which must be satisfied:

• The device must be being moved such that it remains focused on the same environment region; i.e., the

rate of environment view change 𝑣𝑒 must be below a threshold 𝑣𝑡ℎ𝑒 (here 𝑣𝑡ℎ𝑒 = 0.4𝑚/𝑠).
• The motion must involve rotation of the device around the vertical axis, such that the environment region

is viewed from sufficiently different directions; i.e., the accumulated device rotation 𝜃𝑑 during the

period in which the above condition is satisfied must be above a threshold 𝜃 𝑡ℎ
𝑑

(here 𝜃 𝑡ℎ
𝑑

= 1𝑟𝑎𝑑).

During the motion, the AR device camera remains focused on the same environment region. To optimize the

environment texture, we add a patch to that region. We calculate the centroid of the points on the environment

surface that are hit by raycasting along the camera forward vector each frame during the motion, and add a

1m×1m texture patch centered at that centroid. For these experiments, we evaluate adding our patches P1-6 to

the invisible texture I4, which accounted for by far the greatest drop in performance for this motion.

The results of our texture optimization experiments for the focused orbital inspection motion are shown

in Figure 9b. All the texture patches we tested except the low Entropy P1 texture resulted in a reduction in

median RE compared to the use of the invisible environment textures alone, again illustrating the efficacy of our

motion-informed texture optimization. The texture patch which resulted in the best performance was P3. When

this texture patch was added to invisible texture I4, the median RE was 2.79cm, compared to 6.53cm with I4 alone.

The fact that P3 has lower Entropy than P4, P5, or P6, but also lower Edge Density, indicates that choosing a
texture patch with medium rather than high Edge Density is more effective for this motion, and is consistent

with our analysis of why this motion is challenging. It is also promising that a relatively low Contrast texture P3
can improve performance in an environment region a user is focused on, because it shows that designers can add

texture patches which will have a limited effect on user perception of virtual content placed above it.
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5 A MULTIUSER MOTION MAPPING SYSTEM FOR MOBILE AR
In this section, we present MoMAR, a system for identifying and communicating environment regions where

texture patches need to be applied to support the use of invisible textures. First, we describe the motivation

and implementation scenario for our system (Section 5.1). Next, we detail our system design, including both the

recording of motion data from AR users, and visualizing these data (Section 5.2). Finally, we characterize our

system in terms of both latency and user experience, for heterogeneous devices and numbers of users (Section 5.3).

5.1 Motivation and implementation scenario
Our goal is to enable environment designers to optimize environment textures as we demonstrated in Section 4.4,

by adding texture patches to an invisible texture. This scenario is compatible with many of the persistent AR use

cases we target, in that users may also need to extract information from elements of the real environment; the real

objects or features which are required to communicate information can be positioned where texture patches are

needed. For example, in the museum scenario we highlighted in Section 1, real artifacts or informational posters

could be placed where texture patches are required. In warehouses or hospitals, safety notices or navigational

cues could be placed in those regions. Once we communicate the regions in view during challenging device

motions, designers then have the flexibility to select texture patches most suited to a specific environment.

However, when adding texture to mitigate the effect of challenging device motion on VI-SLAM performance, it

is desirable that where possible, designers avoid regions that are in the camera view when users are inspecting

virtual content, because adding texture in these regions may impair user perception of that content. This is more

feasible for the stationary rotation view change motion than for the focused rotation inspection motion, because

the latter often results from focusing on a virtual object. However, even for the focused rotation inspection, this

information can prompt designers to use a low-contrast texture patch, or one that is hidden behind the virtual

content. As such, our motion mapping system should communicate both the environment regions in the camera

view during challenging motions, and the environment regions in the camera view while viewing virtual content.

In Section 4.4, we identified environment regions in the camera view during different types of motion for a

single device trajectory in a game engine-based emulator. A key requirement for the practical deployment of

this method is the ability to aggregate device motion characteristics from multiple AR users; to obtain a true

sense of device motion in an environment our system must capture and synchronize the motion data from all AR

sessions that take place there. We highlight four core challenges associated with implementing this multiuser
motion mapping system for AR devices in a real environment, and how we address them:

• Unifying coordinate frames: 3D environment points are in a different coordinate frame for each AR

session (with the origin defined by its starting position). However, to aggregate motion map data across

sessions, we must combine them into a single coordinate frame. To address this, we leverage the spatial

anchors that can be generated and localized within an environment map on modern AR platforms. All users

start their experience by localizing against the spatial anchor in a world map generated by the environment

administrator (a step that is already required for loading persistent virtual content), and subsequently

viewed environment regions are recorded in the coordinate frame defined by that spatial anchor.

• Minimizing overhead on AR devices: We must facilitate the analysis of device motion data while

incurring minimal overhead on the AR devices already running intensive tasks, such that user experience

is not compromised. To this end, we employ a distributed system architecture, in which computation is

offloaded from user AR devices to a centralized server.

• Managing mapping and tracking inconsistencies: Environment regions recorded from multiple user

sessions must be aggregated in a manner that handles mapping and tracking inconsistencies among those

sessions. For example, an environment plane may be detected at different depths, but the final motion

map should combine these points back into a single plane for visualization purposes. We address this by
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calculating the density of points in a grid of spatial regions during motion analysis, and projecting these

data to the environment plane detected during data visualization (see Section 5.2).

• Communicating motionmap data:While raw 3D coordinates can easily be associated with environment

regions in a game engine, we require a solution to effectively associate our motion map data with a

real-world environment. In MoMAR, we employ situated visualizations [43, 71, 72] to render the motion

analysis output directly on top of the real environment, allowing designers to quickly and easily discern

regions where texture needs to be added.

Addressing these challenges informs our system design for MoMAR, which we describe below. The code

required to implement MoMAR is publicly available at https://github.com/timscargill/MoMAR/.

5.2 System design and implementation
MoMAR is designed for environment texture optimization in spaces that host persistent AR experiences, i.e.,

those in which the position and orientation of virtual content relative to the real world is consistent across AR

devices and sessions, through the saving and loading of a shared world map and spatial anchors. Additionally, we

target smartphone or tablet-based AR devices running monocular VI-SLAM (as opposed to AR headsets with

multiple tracking cameras), because virtual content stability errors are a prevalent issue on these devices [59], and

so we developed our methods for identifying challenging motions for them (Section 4). Because ARKit provides

the flexibility to implement a custom networking solution for sharing world maps and spatial anchors, specifically

the option for an edge computing-based architecture (ARCore requires cloud connectivity to use Google Cloud

Anchors or Azure Spatial Anchors), we choose ARKit for this implementation of MoMAR. However, MoMAR

may be implemented for any AR platform that supports spatial anchors, using either an edge or cloud server.

System overview: The MoMAR system architecture is shown in Figure 10. To create a persistent AR experience

for which an environment will be optimized, an environment administrator uses the map creation module on an

admin AR device to generate a world map and place one or more spatial anchors within that space. These data

are then transferred to and stored on the server. When a user starts a new session, the map retrieval module on

the user AR device requests the map and anchor data from the map provisioning module on the server. These

data are then used to localize the new session within the saved world map. Upon successful localization, the

motion logging module on the user AR device is activated, which periodically sends device motion data to the

server while the session is active. The motion analysis module on the server can be run on demand or periodically

to analyze all user motion data, or those from a specified time range, to produce the motion map data. Finally,

the data visualization module on the admin AR device is used to request motion map data from the server and

display a motion map using situated visualizations. Below, we provide further details on the operation of each

system module.

Map creation: An admin AR device creates the map consisting of two objects: the world map itself, an ‘AR-

WorldMap’ [3] in ARKit (proprietary .worldmap format, contains feature points, planes, anchor data), and an

anchor dictionary (.txt format), which associates each unique anchor identifier with the virtual content attached

to that anchor. The AR experience administrator performs the standard mapping procedure by moving the device

slowly to view all environment regions from different distances and angles. The ARKit ARWorldMappingStatus [4]

is used to display whether the space has been sufficiently mapped. The administrator then places spatial anchors

on planes detected in the environment as required, by pointing the device towards the appropriate region and

pressing UI buttons associated with different types of virtual content. Finally, they press a ‘Save’ UI button to

transfer the world map and anchor dictionary files to the server via an HTTP POST request.

Map provisioning: The map provisioning module is implemented in a Python app on the server. It handles

the receipt of the world map and anchor dictionary files from the map creation module using the FastAPI [19]
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Fig. 10. The architecture of our multiuser motion-mapping system for mobile AR, MoMAR.

Python framework. This module writes them to storage on the server and uses the FastAPI framework to handle

HTTP GET requests from user AR devices. The world map and anchor dictionary are then transmitted to those

devices accordingly.

Map retrieval: The map retrieval module is implemented within an AR app (the same app that generates the

main AR experience) on the user AR device. Upon starting the app, this module generates HTTP GET requests to

obtain the world map and anchor dictionary from the server. Because the vast majority of the latency associated

with map retrieval and localization is associated with deserializing the world map file, this file is retrieved first,

so that the world map deserialization and anchor dictionary retrieval can be performed in parallel. Once the map

files have been retrieved and the user has localized within the world map (by focusing the device camera on an

environment region containing a spatial anchor), the motion logging module on the user AR device is activated.

Motion logging: The motion logging module is also implemented in the AR app on user AR devices. Once a

user has localized within the retrieved map (and any virtual content has been rendered), this module records the

following data each frame, which is required for motion analysis:

• Timestamp: the timestamp associated with the frame.

• Device pose: the estimated position and orientation of the device provided by the AR platform.

• Environment hit points: the environment regions in the camera view, in the coordinate frame defined

by one of the spatial anchors. Obtained by raycasting from each point in a grid of screen space points

and recording the 3D point (in meters to one decimal place, for a map resolution of 0.1m) where each ray

intersects with a detected plane in the environment.

• Gyroscope readings: the raw gyroscope readings, used to obtain device rotation in the body frame.

• Virtual object in view: which virtual object (if any) is in the camera view, obtained by recording the

virtual content intersected by screen space raycasts.

These data are associated with a unique device identifier (on ARKit, the UUID [5]) such that the motion logs for

individual devices can be distinguished in the case of multiple concurrent users. All the above data – collectively

referred to as the motion data – recorded in a predefined time window are combined (into one .txt file) and

periodically transferred to the server via HTTP POST requests.

Motion analysis: The motion analysis module is implemented in a Python app on the server. This module

performs the challenging motion identification we described in Section 4.4, and outputs the environment regions

in the camera view during these motions. It also identifies the environment regions in the camera view during

virtual object inspection. The conditions for this state are that a virtual object is in the camera view and that the

rate of environment viewpoint change (as defined in Section 4.4.1) is lower than a specified threshold 𝑣𝑡ℎ𝑒 .

First, the environment hit points associated with challenging motion or inspection are calculated for each

user session. These points are then combined into a single set of 3D points, with two binary flags that indicate
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whether a point is associated with challenging motion and virtual object inspection. Next, we partition the 3D

space defined by the extents of the points into a grid of cells (we use cell dimensions of 0.25m×0.25m×0.25m
for our implementation), and count the number of points in each cell to calculate the density of points in each

environment region (for challenging motion and inspection separately). We select the top 𝑁 cells with the highest

density for challenging motion and inspection (we use 𝑁 = 50 for challenging motion and 𝑁 = 200 for inspection),

and for each cell, save the center coordinates and the associated motion type to a .csv file. This file, the motion
map data, is stored on the server and transferred on request to an admin AR device.

Data visualization: The data visualization module is implemented in an AR app on the admin AR device. When

an environment designer wishes to view the motion map generated by MoMAR, they focus on the environment

region containing the spatial anchor and press a UI button. This localizes the session within the world map saved

on the device and sends an HTTP GET request to the server for the motion map data. When the data visualization

module receives the motion map data, it generates the situated visualization using these data. For each of the

points defined in the motion map data, a virtual sphere (with a diameter that matches the cell dimensions chosen

in the motion analysis module) is rendered at the specified coordinates, in the coordinate frame defined by the

spatial anchor. To ensure visualizations appear attached to the real environment in the current session, the

spheres are projected to the closest point on a detected plane. The spheres for points associated with inspection

are colored purple, and those associated with challenging motion are colored red. The app UI can then be used to

display either the regions associated with inspection, as shown in Figure 1c, or those associated with challenging

motion, as shown in Figure 1d.

5.3 System characterization
We evaluate MoMAR under realistic conditions by performing two types of system characterization. Firstly, we

measure the latency of the motion logging element of MoMAR with varying numbers of user AR devices to test

scalability to multiple synchronous users. Secondly, we evaluate user experience by measuring the frames per

second that different devices can achieve while MoMAR is running, in addition to resource-intensive tracking

and rendering tasks.

5.3.1 System characterization setup. To evaluate MoMAR under realistic conditions, we used the environment

and AR app we developed for our case study, described in Section 6. This consisted of an 8m×6m×3m room,

which users moved around to view eight virtual objects, including high-resolution and animated 3D models.

Standard ARKit mapping and tracking were run on the user AR devices in the background. We tested five user

AR devices covering a variety of hardware and software configurations: an iPhone 13 running iOS 16, an iPhone

13 Pro Max running iOS 15, an iPhone 14 Pro Max running iOS 17, an iPad Pro 2nd generation running iPad OS

17, and an iPad Pro 4th generation running iPad OS 16. We used a desktop PC with an Intel i7-9700K CPU and an

Nvidia GeForce RTX 2060 GPU as an edge server, placed in the same room. The user AR devices and the server

were all connected to a 5GHz wireless local area network, with the router also in the same room.

5.3.2 Motion logging latency. We measured the end-to-end latency of the motion logging component of MoMAR

by calculating the amount of time between sending an HTTP POST request with the motion data from a user AR

device and the user AR device receiving a response to that request from the server. We tested one, two, three,

four, and five devices running concurrently, with the latency logged for two minutes for each setting. The results

of our motion logging latency experiments are shown in Table 6a (calculated from the latency recorded for all

sessions). Mean latency remained less than 100ms even when five devices ran MoMAR concurrently. This shows

that MoMAR is suitable for practical multiuser AR scenarios such as collaborative tasks or shared experiences.

5.3.3 User Experience. We evaluated user experience by recording the current number of frames per second

(fps) rendered by a device, an important metric for AR [37, 53]. We tested each of the five AR devices listed
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Table 6. Results of our system characterization for MoMAR: The mean and standard deviation (SD) of (a) the motion logging
latency for multiple concurrent AR sessions running MoMAR, and (b) the frames per second rendered on various AR devices
while running MoMAR in addition to a resource-intensive AR session.

(a) Motion logging latency

Concurrent sessions Mean (ms) SD (ms)

1 63.8 37.8

2 86.2 128.7

3 99.5 264.6

4 92.0 136.8

5 76.0 155.5

(b) User experience (frames per second)

Device Mean (fps) SD (fps)

iPhone 13 (iOS 16) 59.2 9.9

iPhone 13 Pro Max (iOS 15) 59.2 9.4

iPhone 14 Pro Max (iOS 17) 59.6 8.5

iPad 2nd Gen. (iPad OS 17) 59.6 4.9

iPad 4th Gen. (iPad OS 16) 59.9 4.8

in Section 5.3.1, and recorded the fps values throughout the realistic AR task in our case study, described in

Section 6.3. The results of our user experience experiments are shown in Table 6b. While running MoMAR in

addition to resource-intensive tracking and rendering tasks, all five iOS devices we tested maintained an average

frame rate greater than 59fps. This demonstrates how MoMAR can be deployed on devices with a variety of

hardware and software capabilities without compromising user experience.

6 CASE STUDY: ENVIRONMENT TEXTURE OPTIMIZATION FOR AN AR MUSEUM EXHIBIT
Finally, we demonstrate the use of MoMAR in a realistic persistent AR scenario, optimizing environment texture

for an immersive museum exhibit, and conduct a study to compare user experiences with a complex environment

texture and an optimized environment texture. First, we outline the motivation and overview for this case study

(Section 6.1), and provide details of the complex and optimized environment textures we used for our study

(Section 6.2). We then describe our study design (Section 6.3), and present our results (Section 6.4).

6.1 Case study motivation and overview
The goal of this case study was to demonstrate the use of MoMAR to optimize an environment for a specific

persistent AR experience, in which virtual content appears at consistent locations relative to the real world. We

targeted a highly mobile AR scenario in which users move around and interact with virtual content in different

areas of an environment, with the potential for the challenging device motions we identified in Section 4. To

create a more informative and impactful case study, we designed an experience representative of a real AR use

case, one that encourages natural user motion and meaningful interaction with virtual content — i.e., one in

which users behave as they might in an industrial, commercial, or educational setting. This allowed us to better

capture the issues that environment designers may face in real deployments.

To this end, we developed a multimedia persistent AR experience, Dive, which is a representative of an

immersive museum exhibit (e.g., [29, 46, 49, 64, 67]). Dive allows users to explore a virtual coral reef, which

combines 3D marine animals displayed on a mobile AR device, 2D projections of an underwater background

on the walls, and underwater audio effects. Consistent with our museum setting, we based our study on an

educational context, in which users learn about different marine animals by answering questions about them in a

mobile AR app. Users were required to locate the animal in each question in the environment, then inspect the

animal to answer a question about their appearance. Examples of these marine animals and associated questions

are shown in Figure 12. This design allowed us to study the effect of environment texture on both a visual search

task [17] and a visual inspection task [62], both of which are applicable to many other AR scenarios, such as

factory or warehouse settings.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 121. Publication date: September 2024.



121:20 • Scargill et al.

(a) Complex environment texture (b) Optimized environment texture

Fig. 11. The two environment textures we tested in our case study on an AR museum exhibit. The complex texture was
designed solely to maximize virtual content stability (pose tracking performance), while the optimized texture was created
using the guidance generated by MoMAR, taking into account both virtual object stability and visibility.

6.2 Case study environment textures
In this case study, we compared the efficacy of an environment texture optimized using MoMAR to a complex

environment texture, the latter being a naive approach designed solely to support good tracking performance. To

remain consistent with the underwater theme of our Dive AR experience, we chose a dense collection of coral

as the complex texture and an image of water that met the specifications for an invisible texture, with texture

patches of seaweed and coral. To design the optimized texture – i.e., to inform the placement of those texture

patches – we used MoMAR to capture and analyze the motion data from 15 users who experienced Dive with the

complex texture. Guided by the situated visualizations it generated, we added texture patches to the invisible

water texture in environment regions associated with challenging motion, e.g., the red regions in Figure 1d, while

avoiding those associated with virtual content inspection, e.g., the purple regions in Figure 1c. We used four

projectors to display a texture (i.e., 2D projections) in four segments (each segment being a 1000px×600px image)

on three of the four walls in the study environment. The surface area covered by the projections consisted of

four areas of approximately 4m×2.4m. The projections of the complex and optimized environment textures are

shown in Figure 11, and the textures as viewed behind the animals on the AR device are shown in Figure 12.

Fig. 12. Representative user views through the mobile AR device during our immersive museum experience, Dive, for three
animals, with both the complex and optimized environment texture for each. Study participants were tasked with locating
different animals, then answering questions about their appearance in the app UI.
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6.3 Case study design
To evaluate the optimized environment texture we created using the MoMAR guidance, we conducted an IRB-

approved user study with a between-subjects design; participants experienced the immersive exhibit with either

the complex environment texture or the optimized environment texture (detailed above in Section 6.2).

Participants: We recruited 30 participants (8 female, 22 male, aged 19 to 67) from our personal and professional

networks. All participants had normal or corrected to normal eyesight. Participants were split into two groups of

15, with each group assigned to one of the two texture conditions.

Experiment setup and apparatus: The study was conducted in controlled conditions in a lab environment with

no windows and white walls. We covered any textures on the walls (e.g., power outlets) with white paper. We

projected the environment textures onto the walls using four AuKing 2023 1080P mini projectors, each connected

via HDMI to a Raspberry Pi 3B which supplied the texture source image. No environment lighting was used

aside from the projected textures. An iPhone 13 Pro Max running iOS 15 was used as the AR device. For the

main task, participants started by standing 1.5m away from the middle of the environment textures (where the

reference spatial anchor was placed, the middle of the images in Figure 11), with the AR device facing the wall.

We connected a JBL Flip 4 speaker to the server via Bluetooth to play the underwater audio effects.

Task: Prior to starting the main quiz task, participants were required to localize the AR device in the environment;

after positioning themselves in the starting pose, with the AR device facing the center of the environment

textures, participants opened the Dive AR app, which automatically started the download of the world map and

anchor dictionary files from the server. Participants were guided by UI text to move the AR device slowly while

remaining focused on the same environment region, to achieve tracking initialization and localization within the

downloaded world map. Once localization was completed, the UI was updated to show the first quiz question, and

motion logging was activated – this marked the start of the main task. Participants were then free to move around

the environment however they wished to answer the quiz questions about the marine animals; prior to the task

they were instructed that animals would only appear in front of the projected textures. Participants answered 16

questions about eight animals in a consistent order, with the two questions about each animal always consecutive.

Participants entered their answers to the questions in a text box, navigated to the next question using a ‘Submit’

UI button with an audio effect, and were notified with UI text and an audio effect when the task was complete.

Dependent variables and operationalization: We measured efficiency using the task duration (not including

localization), trajectory length (the sum of position differences between consecutive device pose estimates),

and total device rotation (the sum of rotation magnitudes between consecutive device pose estimates). We also

evaluated virtual content stability through a post-experiment questionnaire, and the workload experienced by

the user using the NASA-TLX. For virtual content stability, participants were asked to rate on a 5-point Likert

scale how much they agreed with the statement “The guidance was stable (not moving or jittering etc.)”, using
the following responses: 1=Strongly disagree, 2=Disagree, 3=Neither agree nor disagree, 4=Agree, 5=Strongly

agree. Because the answers to some of the quiz questions had a subjective element, e.g., the color of some of the

animals, we did not analyze task accuracy (i.e., correct answers) as a dependent variable.

Procedure:We began by introducing participants to the study and asking them to sign a consent form if they

were willing to take part. Participants were informed of the general purpose of the study, which was to evaluate

their experience with the Dive AR experience. However, they were not informed about the environment texture

variable or the experiment hypothesis. Participants answered a pre-experiment questionnaire using Qualtrics to

capture demographic data, which included confirmation of vocabulary knowledge required to answer questions

about the anatomy of the marine animals. They then completed a training period to become familiar with

the localization process and the quiz task. The study administrator provided a verbal overview of the task,

demonstrated the localization and question-answering processes (in a separate environment area and with a
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Fig. 13. Results from our case study, which compared the use of a complex environment texture with an optimized texture in
an AR museum setting. Participants completed the task significantly faster in the optimized environment (p=0.003).

different animal and question from the main task), and allowed the participant to complete this training task until

they were comfortable with performing it independently. Participants then performed the main task, with the

study administrator available for technical support or to answer process clarification questions if needed. After

completing the main task participants completed the NASA-TLX on paper and a post-experiment questionnaire

using Qualtrics.

6.4 Case study results
The results of our study for each of our dependent variables are detailed below. We used the Mann-Whitney U

Test to test for statistical significance without the assumption that the data is normally distributed.

Efficiency: The results of our study for task duration are shown in Figure 13a. Participants completed the task
significantly faster with our optimized environment texture than with the original complex texture (p=0.003, complex
texture mean = 374.25s, optimized texture mean = 278.73s). Similarly, less device movement was performed with the

optimized texture than with the complex texture. Trajectory length was significantly shorter with the optimized

texture than with the complex texture (p=0.011, complex texture mean = 66.11m, optimized texture mean =

50.53m). Total device rotation was also significantly lower with the optimized texture (p=0.011, complex texture

mean = 6999.35◦, optimized texture mean = 5478.21◦).
Virtual content stability: The mean virtual content stability perceived by users (after assigning the values 1

to 5 to responses on the 5-point Likert scale) was 4.6 for the complex texture and 4.5 for the optimized texture.

We found no significant difference between the two texture conditions, showing that the environment texture
optimized using MoMAR was able to achieve the same level of perceived virtual object stability as the complex texture.
Workload: The results of the NASA-TLX for each texture condition are shown in Figure 13b. We found no

significant difference between the complex and optimized texture on any of the workload scales.

6.5 Case study discussion
Overall, our results show that an optimized texture created using the guidance fromMoMAR can support the same

level of perceived virtual content stability as a complex texture, while allowing users to complete an AR task faster

at the same time. Participants spent significantly less time inspecting virtual content with the optimized texture,

indicating that locating and perceiving details of virtual objects takes longer with more complex background
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textures. This improvement in task efficiency with the optimized texture was also reflected in our device motion

measures; our results indicate that less movement was required to complete the task with an optimized texture.

Interestingly, we did not find a significant reduction in workload for the optimized texture. This was somewhat

surprising given that the amount of device motion required was significantly lower, and that we had observed

significantly lower workload for an invisible texture in our previous study (Section 3). Mean workload was lower

for the optimized texture on every scale though, except for the performance and frustration scales which had

low ratings overall. One possible reason for the lack of significance between texture conditions is the varying

degree to which participants found the task challenging; in general we observed a greater variance in workload

ratings compared to our previous study. It may be useful for future studies with a similar number of participants

to consider this effect, when designing the task that AR users will perform.

7 LIMITATIONS AND FUTURE WORK
Our current evaluation of MoMAR is based on an optimized texture created using the MoMAR guidance. Future

work on MoMAR or similar systems that provide texture optimization guidance should also be evaluated from a

system usability perspective, with participants from the target audience, environment designers. Different types

of situated visualizations should also be tested; there are opportunities to evaluate and improve the usability and

aesthetic quality of the current motion map by experimenting with different types of virtual objects as well as

spheres to highlight environment regions. Our study also only covers one type of AR task and environment, so

evidence for the efficacy of MoMAR and texture optimization in general would be strengthened by studies with

different types of AR tasks and diverse real environments, e.g., moving objects in a warehouse.

One limitation of the MoMAR system as it stands is that it was developed and evaluated specifically with

devices running monocular VI-SLAM, i.e., smartphones and tablets (because accurate pose tracking is particularly

challenging on these devices). AR headsets with multiple tracking cameras are increasingly being deployed

as well, especially in industrial settings, so future work should evaluate the use of these devices in scenarios

with dynamic motion. It will be important to establish whether invisible textures alone are sufficient to support

good virtual content stability on these devices, and if not, what types of device motions result in greater pose

tracking error. There is also the possibility of heterogenous co-located AR devices, so future work should assess

the challenges associated with designing textures that support different types of tracking systems and displays.

Additionally, the game engine-based experiments we used to inform the development of MoMAR did not

replicate the localization step that is required at the start of persistent AR experiences. The choice of a texture

with sufficient visual features for reliable and fast spatial anchor-based localization is essential, and our choice of

texture for an anchor region in our case study (Section 6) was based on experience and experimentation, which is

not efficient for designers. Future work should investigate how to incorporate localization using spatial anchors

into game engine-based simulations, such that ideal texture properties for those anchors can be defined. Similarly,

more investigation of the textures required specifically for recognizing previously visited places will be beneficial,

especially for working with larger environments. We anticipate that determining the environment regions users

return to most frequently, or visit after navigating a particularly challenging area for pose tracking, will also be

areas where texture patches could improve performance.

Finally, the MoMAR system could be extended to not only guide the positioning of texture patches, but also

the content of texture patches. In the current system we largely leave decisions on patch content to the discretion

of designers, but future systems could display virtual content with visual properties representative of a suitable

texture patch, or even evaluate the suitability of a texture adjustment the designer makes. A tantalizing prospect

specific to projected environment textures is automatic texture optimization, with texture adjusted directly using

the output of user motion analysis (using, for example, deep learning-based texture generation [26]), without the

need for human intervention.
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8 CONCLUSION
This article evaluated the use of low-contrast ‘invisible’ environment textures for AR. First, we conducted a

user study that compared the effect of a complex and an invisible environment texture in a realistic scenario, an

AR assembly task. We then performed extensive game engine-based experiments that revealed the impact of

environment texture on pose tracking performance with more dynamic device motion, and developed a method to

optimize environment textures accordingly. To support real deployments we presented MoMAR, the first system

that aggregates the motion data from multiple synchronous or asynchronous AR users to guide environment

texture optimization for persistent markerless AR experiences. We implemented MoMAR for ARKit, and showed

it can be deployed with a variety of AR devices without impacting user experience. Finally, through a realistic

case study we demonstrated that using MoMAR to guide environment texture optimization, instead of using a

complex texture, benefits user perception of virtual content without compromising virtual object stability.
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